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Abstract- Breast Cancer is a deadly disease affecting mostly women. Despite of many modern techniques Breast Cancer is still 

alarmingly on the rise and the diagnosis still needs to be improved for timely  identification of the disease. A plethora of machine 

learning techniques have been used in disease diagnosis, risk, recurrence and survivability  predictions in the yesteryears, Machine 

learning models have been used individually and as ensembles for classification and prediction  in the medical field. Bayesian Methods 

provide better classification performance,  interpretability and  assist in constructing inferences in uncertain conditions. In this study 

the classification accuracy  of single Bayesian Methods- Naive Bayes, Hidden Naive Bayes, Bayesian Belief Networks- in breast cancer 

diagnosis is analyzed. Bagging, Dagging and Boosting ensemble techniques  are applied in conjunction with the Bayesian methods and 

analyzed. Two Models are proposed . A Stacking model and Stacking-Voting model. In the Stacking model  the 3 Bayesian 

approaches in conjunction with Logistic Regression and Sequential Minimal Optimization as base classifiers and REPTree as meta 

classifier is used and, in Stacking and Voting - the 3 Bayesian Methods with 2- meta classifiers REPTree and Random Forest , 

Bayesian Network with Stochastic Gradient Descent  and a 2 -meta classifier of REPTree and Decision Stump is proposed and the 

model performances are evaluated. It was seen that the new proposed ensembles had a better performance than the other models in 

most cases. 

Keywords: Naive Bayes(NB), Hidden Naive Bayes(HNB), Bayesian Networks(Bayes Net), Breast Cancer, Ensembles, Logistic 

Regression(LR), Stochastic Gradient Descent(SGD), Reduced Error Pruning Tree(REPTree), Decision Stump 

I. INTRODUCTION 

 Breast Cancer etiology is very complex. A variety of factors can be associated with its incidence which influences 

prediction accuracy. There are various techniques to diagnose breast cancer such as auto exploration, mammography, FNA, 

ultrasound, MRI and thermography. Despite of progress in diagnostic methods Breast cancer is still one of the leading cancers 

among women worldwide. Statistical and machine learning techniques can be used in combination as complementary methods 

in aiding early and better diagnosis. Bayesian methods have found to be  effective in dealing with health care evaluation, 

identifying therapeutic targets[1], risk prediction of breast cancer recurrence [2] and many more. 

 Classification techniques like decision tree, regression, SVM, ANN have been widely used in the medical field for 

disease susceptibility prediction, survivability prediction and recurrence prediction [16].  Bayesian approaches are simple robust 

methods, with wide applicability, using conditional probabilities that help to combine new information with existing 

information. It helps in better modeling data with uncertainties and missing values. 

 Bayesian theory is named after the 18th century British mathematician Thomas Bayes. Although he introduced it in 

1763 it gained importance in the 1950s and 1960s. Langarizadeh et al [11]in their systemic review of PubMed articles between 

2005 and 2016 found in, 23 studies and 53,725 patients, that for predicting disease  naive Bayesian networks were used and 

were effective than other methods such as SVM, Logistic regression, decision trees, ANN, TANs etc. . It can be concluded from 

various studies that that predictive models are significant approaches in clinical practice and diagnosis. Bayesian methods create 

a  model that links data with parameters and are well suited for decision making. Uncertainties occur due to lack of knowledge 

of relevant facts. Bayesian methods can quantify these uncertainties using its probability, which is very crucial for decision 

making. Bayesian models can be combined with  more complex models to identify all facts that affects the final results. Studies 

show that  kernel-based classifiers are optimal, and hence Bayes methods, are the most prudent to be chosen as ensemble 

classifiers[23].  
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Abstract—Cancer  also called malignant tumor or malignant neoplasm is one of the world's 
deadliest diseases. It is the abnormal growth of cells which has the capability of spreading to 
other parts of the body. Not all tumors are malignant, some are benign and they do not 
invade surrounding cells. Many models have been used to predict risk of cancer in women 
but they all represent  only a specified group of women, This paper proposes Artificial 
neural networks using back propagation algorithms for prediction and classification of 
breast cancer. MLP with various back propagation techniques are tested for providing the 
most accurate classification.  
 
Index Terms—ANN, BPNN, LM, SCG, GDM, GD, GDA, BFGS, RP. 

I. INTRODUCTION 

Early Cancer detection and diagnosis  is a most important area of research in the medical field. Breast cancer 
is the second leading malignancy in women when considering the whole world and the first one in Indian 
women. Early detection helps in reducing the mortality rate. Conventional methods of diagnosing breast 
cancer are Mammograms, Breast Ultrasound and MRI . These techniques are expensive and can pose health 
risks to the patients. All tumors are not malignant some are benign and they do not invade surrounding cells. 
A safer alternative for classifying  tumors can be provided by Artificial Neural Networks thus avoiding 
complications to the patients. 
Classification  involves assigning objects into predefined groups or classes based on a number of observed 
attributes related to those objects.  It is a data mining /machine learning technique used to predict group 
membership for data instances. To simplify the problems of prediction and  classification, Artificial Neural 
Networks(ANN) are used. 
ANN's help in  nonlinear statistical data modeling by identifying relationships between inputs and outputs. 
ANN's are adaptive and self organizing in nature and can work robustly in noisy backgrounds. The 
operations can be carried out in parallel. ANN's employ parameter learning and structure learning for 
training. In parameter learning, the weights of the connections are updated. The numbers of neurons as well 
as their connection types are altered in structure learning.  

II. RELATED WORK 

A. Literature Review 
Hamza Turabieh[1]  used Neuro Evolution of Augmenting Topologies(NEAT) with Back propagation Neural  
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Abstract--Good yield from banana farms always 

depend on healthy and disease-free leaves of banana. 

Hence, it is very essential to detect diseases on time for 

proper precautions.  Manual detection and 

classification of diseases costs large amount of time and 

experts’ involvement. But implementation of an 

automated system can help this process within no time.  

This paper presents three models for banana leaf 

disease detection and classification using two machine 

learning approaches, KNN and SVM, and a deep 

learning approach Alexnet.  The Leafspot and Sigatoka 

are the diseases detected and classified in this work.  

The RGB colour images are used to train the model to 

detect and classify the diseased and healthy leaves with 

and without background.  The preprocessed images 

after data augmentation are used for training the 

model.  The algorithms gave testing accuracies of 

76.49%, 84.86% and 96.73% for KNN, SVM and 

Alexnet respectively. 

Keywords—Dataset, Image Preprocessing, Machine 

Learning, Deep Learning, KNN, SVM, Alexnet. 

I. INTRODUCTION 

Bananas are considered as a staple food of India, 

especially in Kerala.  After wheat, rice and maize, 

banana comes in the fourth position among the most 

grown crops in the world.  India is the largest 

producer of bananas [1]. India also has a tradition of 

serving food on banana leaves.  Eating food on 

banana leaves is considered quite healthy and 

auspicious.  Banana leaves contain large amounts of 

polyphenols that are natural antioxidants, which are 

found in green tea also.  Due to environmental 

conditions, some fungal and bacterial infections 

affect the plants, which will in turn reduce the yield. 

Lack of enough expert availability at the farming 

field, lack of knowledge in fertilizer management and 

lack of awareness about diseases and pests decreases 

the production rate of crops [2].  But nowadays, the 

production of disease-free banana leaves has 

increased considerably because of the research works 

in the area [3]. In this work, two common diseases of 

banana leaves, leafspot and sigatoka are classified 

using machine learning and deep learning algorithms. 

For the past few years, the computer vision and 

deep learning algorithms have been making 

remarkable developments in precision agriculture.  

Precision agriculture applications aid to detect and 

classify the diseases and pests and also give 

awareness to the farmers to recognize the diseases 

instantly [4], [5].  Early detection and classification 

of diseases is the major part of precision agriculture 

[6].  Different machine learning and deep learning 

algorithms are used to detect and classify the healthy 

and diseased leaves of the plants with the help of 

computer vision. The captured images of healthy and 

different diseased leaves are used to train the model 

and to classify the leaves.  Majority of existing 

vision-based solutions require high-resolution images 

with a plain background. In this work, the RGB 

cameras and computer vision techniques are used to 

collect the images of leaves.  The dataset was 

evaluated using various classification and object 

detection techniques to establish the requirements.  

KNN and SVM classifiers gave a favorable accuracy 

on the preprocessed dataset, while the deep learning 

algorithm Alexnet gave better results for 

classification. 

II. RELATED WORKS 

Computer Vision and Deep Learning systems are 

widely used in precision agriculture for quality 

testing [7], [8] and classification.  A mobile phone-

based crop disease detection was developed by 

Sharada et al. [9] using deep learning technique. The 

healthy, BBS and BBW diseases were classified by 

Owomugisha et al. [10] in their work with seven 

machine learning techniques namely Nearest 

Neighbors, Decision Tree, Random Forest, Naïve 

Bayes, Linear Support Vector Machine, RBF SVM 

and Extremely Randomized Trees.   The results of 
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Abstract-Cross Language Information Retrieval (CLIR),
is the process of retrieving relevant documents, where in the
language of the given query is different from the language of
the retrieved documents. CLIR systems allow the users to
search and access documents in the language different from the
language of the search query. CLIR systems have been divided
into Monolingual CLIR, Bi-lingual CLIR, and Multilingual
CLIR based on different languages of query and documents.
The first step of the Cross Language Information Retrieval
system is the text pre-processing of given text documents in to
useful representations. Pre-processing is the set of tasks that
convert the given text documents into a suitable format for any
higher-level text related applications. This technique can be
used to reduce the computational process, noise data, and
irrelevant information from the given text documents. This
paper discusses in detail the different pre-processing
techniques such as dataset creation, tokenization, noise
removal, stop word removal, stemming, lemmatization and
finally term weighting of two languages dataset (Le., Tamil and
Malayalam), which is manually collected from BBC online
website. Finally, the study investigates feature extraction
techniques of Term Frequency- Inverse Document Frequency
(TF-IDF). These techniques will help to design and model
CLIR systems with high performance.

Keywords-Text pre-processing, CLIR, stemming, Tamil,
Malayalam

I. INTRODUCTION
Cross Language Information Retrieval system is a sub

area of Information Retrieval (IR) System, in which the
query language (Source Language) and language of the
documents retrieved (Target language) are different. CLIR is
an interdisciplinary field of Information Retrieval, Natural
Language Processing (NLP), Linguistics, Machine
Translation, Languages and Text Processing. Text pre
processing is the important task that changes the text
documents into an appropriate presentation for the any text
based applications [3]. The objectives of the study are to
explain what are the different pre-processing techniques
followed by text processing and analyse the pre and post
impact of text pre-processing in the CLIR model. The
various pre-processing techniques on CLIR system,
including counting total number of tokens, tokenization,
removing URL, removing punctuations, eliminates the stop
words, stemming, and TF-IDF are discussed in this paper
which is structured as follows: Section II discusses the
related studies. The creation of dataset is discussed in section
III. The detailed study on text pre-processing in section IV
and discussion and conclusion in Section V.

II. RELATED STUDIES
Jianqiang et al. [I] evaluated the effects of text pre-

processing techniques on sentiment classification

978-1-6654-5815-3/22/$31.00 ©2022 IEEE

performance in different types of classifications tasks. They
assessed the following pre-processing techniques such as
replacing negative comments, URL, reverting words,
numbers and stop words and finally developed n-gram and
prior polarity score feature model. Ismael [2] studied several
pre-processing tools like tokenization, stop word removal
and stemming using BBC English documents classifications.
They compared and evaluated with two methods such as chi
square and TF-IDF based on cosine similarity score. The
results mentioned that text pre-processing can improve the
performance for text classification.

Alhaj et al. [3] deliberate the impact of different
stemming techniques such as Tashaphyne, ISRI, and
ARLStem on collected Arabic Corpus. Three classification
algorithms, namely NaYve Bayesian (NB), Support Vector
Machine (SVM), and K-nearest neighbor (KNN) were
applied to Arabic Corpus. They concluded the effectiveness
of SVM over the KNN and NB Classifier, which achieved
94.64 % using K-fold cross-validation method and Micro-Fl.
Taan et al. [4] focused on the performance evaluation of
different Information Retrieval models in CLIR system.
They also investigated into length of given query and query
expansion models for effective retrieval of Quran dataset.
The conclusion was that the length of queries has a positive
impact on the performance of the retrieval effectiveness.

Vijayarani et al. [5] discussed the different techniques of
text mining and its pre-processing. The different stemming
algorithms (i.e., n-gram, HMM, YASS, Lovins, and Porters)
and the limitations are also compared. This paper explained
three key steps of pre-processing such as, stop word removal,
stemming and TF-IDF model. They listed four types of stop
word removal techniques from the given documents such as
classic method, Z-method, Mutual Information method (MI),
and Term Based Random Sampling (TBRs). Elbagir et al.
[6] performed a detailed study on sentiment analysis of
tweets databased on ordinal regression using machine
learning algorithm. The proposed studies were pre
processing of tweets and features extraction methods. They
also included many methods for pre-processing tweet such as
noise removal, misspelling, case conversations, stop words
removal and segmenting the data.

Syafiqah et al. [7] proposed an enhanced hybrid feature
selection techniques to improve the sentiment classification
using machine learning. Mary et al. [8] explained various
pre-processing phases done on the online documents of
Malayalam language. They created two POS-tagged set used
for Malayalam documents such as BIS and lIlT-H. The paper
concludes that 27% of noise documents are removed after
the pre-processing phases.

Fakhrur et al. [9] investigated the current status, different
challenges and future works of Sentiment analysis for Malay
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Abstract 

One of the most reliable MR-based attenuation correction techniques utilised in clinical practice 

for PET quantification is Magnetic Resonance (MR) image segmentation. The brain cannot be 

divided into distinct tissue groups since the intensity levels of bone and air signals are so 

comparable. The purpose of this research is to overcome the issue of attenuation correction, 

which will allow pseudo-CT images to be generated from MRI data for the diagnosis of bone 

lesions. The image registration stage has been shifted to the pre-processing stage to do this. The 

Gray-Level Co-occurrence Matrix (GLCM) and Gray-Level Run-Length Matrix (GLRLM) 

were discovered to be features. Finally, the UNet++, a deep learning model, which produces the 

most similar bone areas as depicted in CT scans, has innovatively been used for pseudo-CT 

creation. 

 

Keywords:  Magnetic resonance image (MRI), computed tomography (ct), pseudo-ct, positron 

emission tomography (pet).  

1  Introduction 

PET (Positron Emission Tomography) is a well-known imaging method for 

examining real-time molecular data. The PET acquisition procedure, on the other 

hand, results in homogeneous bias, lowering image resolution. Attenuation maps are 

often created from CT images because there is a clear transition between CT intensity 

and attenuation coefficients [1]. Magnetic Resonance Imaging (MR) is often regarded 

as the greatest imaging technology for structural brain research due to its superior soft-

tissue contrast, high spatial resolution, anatomical and functional information, and lack 

of ionising radiation. MR images are also used to diagnose, plan therapy, and monitor 
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Abstract:In an agriculture-based country like India, 

where economy is mainly based on it, early detection 

of plant infections is very essential, since it helps 

agriculturists to apply remedial measures at its 

emergence itself.  This facilitates increased 

agricultural productivity, which in turn dictates the 

growth of economy.  Though the diseases or pests in 

plant leaves can be diagnosed by human experts, it is 

very time-consuming and expensive.   Moreover, 

severity of diseases or pests in farms cannot be 

accurately predicted.  Applying the correct quantity 

of pesticides in the correct area is an important step 

in farming.  Therefore, Computer Vision assisted 

detection is a boon for the farmer to reduce time and 

crop loss. Image detection methods developed by 

many researchers helped the farmers to speed up the 

early detection of diseases and facilitates timely 

intervention for application of suitable medication. 

This paper reviews the capacities of different 

methodologies of detecting plant leaf diseases. 
 

Keywords: Plant Leaf disease detection, Computer 

Vision, Machine Learning (ML), Deep Learning (DL), 

Convolutional Neural Networks (CNN) 
 

1. INTRODUCTION 

More than 70% of the Indian economy is based 

on agriculture. Unhealthy cultivation will result in a 

decline in production and eventually affect the 

economy. The technologies being used in the 

agriculture fields are changing drastically and 

majority of the farmers depend on these 

technologies for better yield.Computer vision is a 

technology that uses images of plants for detecting 

diseases and pests. Each disease of the plant leaves 

has a unique pattern of mark or lesions, which can 

be easily diagnosed by experts.  To reduce human 

efforts, researchers have developed several 

machine learning and deep learning methods to be 

employed in agricultural fields. The computer 

vision-based plant diseases and pests’ detection 

technologies have also been applied in agriculture 

and have replaced the traditional naked eye 

identification to some extent [1]. 

When plants become infected, symptoms 

appear in the form of coloured spots, or streaks that 

can occur on the leaves, stems, and seeds of the 

plant. As the disease progresses, changes occur in 

the colour, shape, and size of these symptoms Since 

the lesion area is very small compared to the plant 

background at the initial stage of the infection, it is 

tedious for the human experts to identify. This is a 

major challenge in disease and pests’ detection. 

Hence, Computer Vision with machine learning 

and deep learning methods are now being 

employed for detection.  Collection of a huge 

number of plant images in all weather and lighting 

conditions is the first step of this process.  In the 

next step, which is image pre-processing, these 

images are converted to reduce pixel size, remove 

background and noise, followed by segmentation, 

and feature extraction. Image processing algorithms 

can be used for these tasks.  Different architectures 

of Convolutional Neural Networks(CNN), which is 

a type of artificial neural network(ANN),have been 

developed and effectively applied for detection of 

pests and diseases. CNNs have powerful image 

processing capabilities often using deep learning 

and machine learning techniques for image 

classification and video recognition. 

 

2. RELATED WORKS 

The plant leaves disease and pest detection can 

be done through a course of action. The initial step 

is to collect images which is public or to collect 

directly from farms.  The images are divided into 

two groups; training and testing after some pre-

processing techniques and labelling.  Finally, a 

novel architecture with high accuracy is to be 

developed to classify and identify the diseases or 

pests. Because of its relevance, many works have 

been done in this field. 

Most of the papers have used the public dataset, 

the PlantVillage.  54306 images of 14 crops from 

this dataset was used by Sharada P. Mohanty et. al 

[2].  These images were labelled with 38 class 

labels; 26 diseases and 12 healthy leaves.  The 

images were resized as 256 x 256 pixels and were 

converted to Gray scale colour model.  Two CNN 

architectures, AlexNet and GoogleNet were 

employed to classify the classes. From the Colour, 

Gray scale and leaf segmented datasets, the 

training-testing set were distributed as 80% – 20%, 

60% – 40%, 50% – 50%, 40% – 60% and 20% – 

80%.  For 80% -20% set, the accuracy of AlexNet 

was 85.53% and that of GoogleNet was 99.34%.  

But it reduced to 98.21% for 20% -80% set of 

GoogleNet, and the study concluded that 

GoogleNet architecture outperform AlexNet. 
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Abstract--Good yield from banana farms always 

depend on healthy and disease-free leaves of banana. 

Hence, it is very essential to detect diseases on time for 

proper precautions.  Manual detection and 

classification of diseases costs large amount of time and 

experts’ involvement. But implementation of an 

automated system can help this process within no time.  

This paper presents three models for banana leaf 

disease detection and classification using two machine 

learning approaches, KNN and SVM, and a deep 

learning approach Alexnet.  The Leafspot and Sigatoka 

are the diseases detected and classified in this work.  

The RGB colour images are used to train the model to 

detect and classify the diseased and healthy leaves with 

and without background.  The preprocessed images 

after data augmentation are used for training the 

model.  The algorithms gave testing accuracies of 

76.49%, 84.86% and 96.73% for KNN, SVM and 

Alexnet respectively. 

Keywords—Dataset, Image Preprocessing, Machine 

Learning, Deep Learning, KNN, SVM, Alexnet. 

I. INTRODUCTION 

Bananas are considered as a staple food of India, 

especially in Kerala.  After wheat, rice and maize, 

banana comes in the fourth position among the most 

grown crops in the world.  India is the largest 

producer of bananas [1]. India also has a tradition of 

serving food on banana leaves.  Eating food on 

banana leaves is considered quite healthy and 

auspicious.  Banana leaves contain large amounts of 

polyphenols that are natural antioxidants, which are 

found in green tea also.  Due to environmental 

conditions, some fungal and bacterial infections 

affect the plants, which will in turn reduce the yield. 

Lack of enough expert availability at the farming 

field, lack of knowledge in fertilizer management and 

lack of awareness about diseases and pests decreases 

the production rate of crops [2].  But nowadays, the 

production of disease-free banana leaves has 

increased considerably because of the research works 

in the area [3]. In this work, two common diseases of 

banana leaves, leafspot and sigatoka are classified 

using machine learning and deep learning algorithms. 

For the past few years, the computer vision and 

deep learning algorithms have been making 

remarkable developments in precision agriculture.  

Precision agriculture applications aid to detect and 

classify the diseases and pests and also give 

awareness to the farmers to recognize the diseases 

instantly [4], [5].  Early detection and classification 

of diseases is the major part of precision agriculture 

[6].  Different machine learning and deep learning 

algorithms are used to detect and classify the healthy 

and diseased leaves of the plants with the help of 

computer vision. The captured images of healthy and 

different diseased leaves are used to train the model 

and to classify the leaves.  Majority of existing 

vision-based solutions require high-resolution images 

with a plain background. In this work, the RGB 

cameras and computer vision techniques are used to 

collect the images of leaves.  The dataset was 

evaluated using various classification and object 

detection techniques to establish the requirements.  

KNN and SVM classifiers gave a favorable accuracy 

on the preprocessed dataset, while the deep learning 

algorithm Alexnet gave better results for 

classification. 

II. RELATED WORKS 

Computer Vision and Deep Learning systems are 

widely used in precision agriculture for quality 

testing [7], [8] and classification.  A mobile phone-

based crop disease detection was developed by 

Sharada et al. [9] using deep learning technique. The 

healthy, BBS and BBW diseases were classified by 

Owomugisha et al. [10] in their work with seven 

machine learning techniques namely Nearest 

Neighbors, Decision Tree, Random Forest, Naïve 

Bayes, Linear Support Vector Machine, RBF SVM 

and Extremely Randomized Trees.   The results of 

20
22

 IE
EE

 1
9t

h 
In

di
a 

C
ou

nc
il 

In
te

rn
at

io
na

l C
on

fe
re

nc
e 

(I
N

D
IC

O
N

) |
 9

78
-1

-6
65

4-
73

50
-7

/2
2/

$3
1.

00
 ©

20
22

 IE
EE

 | 
D

O
I: 

10
.1

10
9/

IN
D

IC
O

N
56

17
1.

20
22

.1
00

39
91

2

Authorized licensed use limited to: Indian Institute of Technology- Goa. Downloaded on February 17,2023 at 10:56:58 UTC from IEEE Xplore.  Restrictions apply. 



 

 

these classifiers were analyzed using ROC AUC 

score.  All classifiers gave good AUC score in each 

class. Jihen Amara et al. [11]’s LeNet CNN 

architecture classifies 3 classes of banana leaves with 

accuracy 99.72%.  The manually annotated 3700 

images were used with different training-testing ratio, 

and the colour image inputs gave better accuracy than 

Gray-scale images. 18000 banana leaf images were 

used by Michel Gomez Selvaraj et al. [12] to classify 

the healthy and 5 different diseases of Banana leaves.  

The authors reported an accuracy of 88.88% for 

ResNet50, 88.83% for InceptionV3 and 81.76% for 

MobileNet architecture. A. Athiraja et al. [13] 

reported ANFIS architecture outperformed Machine 

learning architectures for classification of banana 

leaves and Ani Brown Mary N et al. [14] used K-

means and HEAP auto Encoder (HAE) to classify 

6471 images which were from 4 different datasets; 

Scotnielson, Godliver, PlantVillage and Realtime.  

They concluded their study with accuracies 99.42% 

for Scotnielson, 98.69% for Godliver, 98.42% for 

PlantVillage, and 99.35% for Realtime datasets.  

SVM and Random Forest machine learning 

techniques and AlexNet and GoogleNet CNN 

architectures were used by Mohammed Brahimi et al. 

[15] to classify healthy and diseased plant leaves, and 

Alexnet model achieved 98.66% accuracy. The 

papaya leaves were classified by S. Ramesh et al. [16] 

using SVM and KNN and resulted in accuracies of 

40.33% and 66.76%.  K. Ahmed et al. [17] achieved 

91.66% accuracy in KNN model to classify rice 

leaves diseases.  M. Arsenovic et al. [18] and M. 

Turkoglu et al. [19] used Alexnet model for plant 

diseases classification and achieved 81.24% and 

86.94% accuracies respectively. 

III. PROPOSED METHOD 

The proposed method creates three models which 

could classify Banana leaves as healthy, Leafspot and 

Sigatoka, using KNN and SVM machine learning 

algorithms and Alexnet Deep Learning algorithm.  

The architecture of the proposed method is shown in 

Fig. 1. 

 

Fig, 1. Architecture of the proposed method. 

A. The Dataset 

The dataset used in this study contains 12544 

banana leaf images after data augmentation.  The 

dataset of infected and healthy banana leaves was 

created by collecting the images from different 

banana farms under Krishibhavan, Kazhakuttam, 

Trivandrum, Kerala, India using simple camera 

devices.  The images are in different resolutions and 

have different infected areas of leaves.  The plant 

sizes are also different.  The change of climate also 

reflected in the images.  278 Healthy leaf images, 296 

Leafspot disease images and 543 Sigatoka disease 

images were collected from farms of Krishibhavan.   

The images were of different sizes.  In addition to the 

captured images, images from the public datasets, 

GitHub (https://github.com/godliver/source-code-

BBW-BBS), Scot Nelson Flickr 

(https://www.flickr.com/search/?text=bananaleafdis

ease), were also used to create the dataset.    653 

Healthy leaf images, 631 Leafspot disease images 

and 696 Sigatoka disease images were used from 

these public datasets.  Total 4353, 4154, 4037 images 

for Healthy, Leaf Spot and Sigatoka classes (Fig. 2) 

were used to train the model after augmentation. 

Leaves infected with these diseases usually exhibit 

visible marks or lesions on it.  Generally, each disease 

has its own visible pattern to recognize and diagnose 

the anomaly.  Different phases such as early, medium 

and last phases, of each disease are also included in 

the dataset.  The diseases of the dataset are detected 

and categorized by visual inspection of experts or by 

conducting laboratory tests on leaves.  The accuracy 

of the models depends on the quality of the dataset 

and its labeling. 

 
                                 (a)                (b)               (c)     

Fig. 2. (a) Healthy Banana Leaf (b) Leafspot (c) Sigatoka     

B. Image Preprocessing 

The images in the dataset are in RGB color space.  

Data augmentation techniques such as flipping, 

rotating, zooming, clipping was applied in each 

image (Fig (3)).  These data augmentation techniques 

help to avoid overfitting of the model.  Though the 

deep learning algorithms have overfitting problem, 

they outperform the machine learning algorithms 

[20]. The images are resized to 32x32 for KNN 

classification, 150x150 for SVM classification, and 

227x227 for Alexnet [21] dataset training.  This 

dataset resize process helps to reduce the training 

time of each algorithm.   Then the non-adaptive 

Authorized licensed use limited to: Indian Institute of Technology- Goa. Downloaded on February 17,2023 at 10:56:58 UTC from IEEE Xplore.  Restrictions apply. 
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Abstract:In an agriculture-based country like India, 

where economy is mainly based on it, early detection 

of plant infections is very essential, since it helps 

agriculturists to apply remedial measures at its 

emergence itself.  This facilitates increased 

agricultural productivity, which in turn dictates the 

growth of economy.  Though the diseases or pests in 

plant leaves can be diagnosed by human experts, it is 

very time-consuming and expensive.   Moreover, 

severity of diseases or pests in farms cannot be 

accurately predicted.  Applying the correct quantity 

of pesticides in the correct area is an important step 

in farming.  Therefore, Computer Vision assisted 

detection is a boon for the farmer to reduce time and 

crop loss. Image detection methods developed by 

many researchers helped the farmers to speed up the 

early detection of diseases and facilitates timely 

intervention for application of suitable medication. 

This paper reviews the capacities of different 

methodologies of detecting plant leaf diseases. 
 

Keywords: Plant Leaf disease detection, Computer 

Vision, Machine Learning (ML), Deep Learning (DL), 

Convolutional Neural Networks (CNN) 
 

1. INTRODUCTION 

More than 70% of the Indian economy is based 

on agriculture. Unhealthy cultivation will result in a 

decline in production and eventually affect the 

economy. The technologies being used in the 

agriculture fields are changing drastically and 

majority of the farmers depend on these 

technologies for better yield.Computer vision is a 

technology that uses images of plants for detecting 

diseases and pests. Each disease of the plant leaves 

has a unique pattern of mark or lesions, which can 

be easily diagnosed by experts.  To reduce human 

efforts, researchers have developed several 

machine learning and deep learning methods to be 

employed in agricultural fields. The computer 

vision-based plant diseases and pests’ detection 

technologies have also been applied in agriculture 

and have replaced the traditional naked eye 

identification to some extent [1]. 

When plants become infected, symptoms 

appear in the form of coloured spots, or streaks that 

can occur on the leaves, stems, and seeds of the 

plant. As the disease progresses, changes occur in 

the colour, shape, and size of these symptoms Since 

the lesion area is very small compared to the plant 

background at the initial stage of the infection, it is 

tedious for the human experts to identify. This is a 

major challenge in disease and pests’ detection. 

Hence, Computer Vision with machine learning 

and deep learning methods are now being 

employed for detection.  Collection of a huge 

number of plant images in all weather and lighting 

conditions is the first step of this process.  In the 

next step, which is image pre-processing, these 

images are converted to reduce pixel size, remove 

background and noise, followed by segmentation, 

and feature extraction. Image processing algorithms 

can be used for these tasks.  Different architectures 

of Convolutional Neural Networks(CNN), which is 

a type of artificial neural network(ANN),have been 

developed and effectively applied for detection of 

pests and diseases. CNNs have powerful image 

processing capabilities often using deep learning 

and machine learning techniques for image 

classification and video recognition. 

 

2. RELATED WORKS 

The plant leaves disease and pest detection can 

be done through a course of action. The initial step 

is to collect images which is public or to collect 

directly from farms.  The images are divided into 

two groups; training and testing after some pre-

processing techniques and labelling.  Finally, a 

novel architecture with high accuracy is to be 

developed to classify and identify the diseases or 

pests. Because of its relevance, many works have 

been done in this field. 

Most of the papers have used the public dataset, 

the PlantVillage.  54306 images of 14 crops from 

this dataset was used by Sharada P. Mohanty et. al 

[2].  These images were labelled with 38 class 

labels; 26 diseases and 12 healthy leaves.  The 

images were resized as 256 x 256 pixels and were 

converted to Gray scale colour model.  Two CNN 

architectures, AlexNet and GoogleNet were 

employed to classify the classes. From the Colour, 

Gray scale and leaf segmented datasets, the 

training-testing set were distributed as 80% – 20%, 

60% – 40%, 50% – 50%, 40% – 60% and 20% – 

80%.  For 80% -20% set, the accuracy of AlexNet 

was 85.53% and that of GoogleNet was 99.34%.  

But it reduced to 98.21% for 20% -80% set of 

GoogleNet, and the study concluded that 

GoogleNet architecture outperform AlexNet. 
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The CaffeNet architecture was used by 

SrdjanSladojevicet. al [3] with 15 class labels of 

33,469 images, of which 30880 images were train 

images and 2589, test images.   These public 

images were resized as 256 x 256 pixels to reduce 

the time consumption. 13 diseases of 6 crops were 

classified in this model.  The prediction of the 

model was evaluated by 10-fold cross validation 

technique.  By applying fine tuning methods, the 

effectiveness of the model increased with an 

accuracy of 96.3%. 

Maize leaves infection classification was done 

by Chad Dechantet. al [4] in their study on public 

images of Maize leaves. 1769 images were used to 

detect the fungal infection of the leaves.  The 

training of the CNN model was in 3 stages in the 

ratio 70-15-15 of 224 x 224-pixel images.  The 

15% validation set was used to validate the model 

after the second stage.  The heat maps of the 

images were used in the third stage and the study 

concluded with an overall accuracy of 96.7%. 

Alvaro Fuentes et. al [5] and Mohammed 

Brahimi et. al [6] used different CNN architectures 

to detect the 9 diseases of Tomato leaves. They 

employed three Deep Meta architectures, Faster R-

CNN, R-FCN, and SSD and also feature extractors 

[5].  This model aimed to detect the disease type 

and the location of the disease in every leaf. They 

trained the model with 5000 images (43398 labels) 

and 80% of labels were used for training, 10% for 

testing and the remaining 10% for validation to 

minimize overfitting. The model gave an accuracy 

of 83% for Faster R-CNN, 85% for R-FCN and 

82% for SSD. It was also concluded that R-FCN 

gave the better result with feature extractors and 

without data augmentation the accuracy was only 

55.64%. 

14828 images from PlantVillage were used to 

classify 9 diseases of tomato leaf [6]. The deep 

models; AlexNet and GoogleNet outperformed 

Shallow models; SVM and Random Forest.  The 

models gave an accuracy of 98.66% for AlexNet 

,99.185% for GoogleNet by using pre-training data 

and 97.354% and 97.711% without pre-training. 

The accuracy for the Shallow models of SVM and 

RandomForest were only 94.538% and 95.467%. 

Guan Wang et. al [7] used VGGNet, Inception-

V3, and ResNet50 to analyse 4 stage diseases of 

apple leaves. The aim of the model was to evaluate 

healthy and black rot leaves of apple tree. 2086 

images were used from PlantVillage dataset. The 

images were resized as 224 x 244 pixels for VGG 

and 299 x 299 for Inception-V3.  SGD training 

algorithm was used for learning with learning rate 

of 0.01 and 10 epochs.  SGD and RMSP algorithms 

were used for Transfer learning with learning rate 

of 0.0001 and 0.01 respectively and for 10 epochs.  

The model gave 90.4% accuracy for VGG16 

architecture. 

Healthy and diseased Banana leaves were 

predicted by Jihen Amara et. al [8]’s LeNet CNN 

architecture with accuracy 99.72%.  The manually 

annotated 3700 images were divided into 5 sets 

with different training-testing ratio; In the 

experiment, the colour image inputs gave better 

accuracy than Gray scale images. 

58 Classes of 25 crops; 38 diseases and 20 

healthy leaves were used by Konstantinos P. 

Ferentinos [9] to analyse 87,848 images. The 

publicly available input images were resized as 256 

x 256 pixels for classification. The CNN 

architectures AlexNet, AlexNetOWTBn, 

GoogleNet, Overfeat, and VGG models were used 

to classify the two trainsets 80% and 70%.  The 

reported success rates of different models were: 

AlexNet – 99.06%, AlexNetOWTBn – 99.44%, 

GoogleNet- 97.27%, Overfeat – 98.96%, and VGG 

– 99.48%.  

Around 500 images of diseased and healthy 

tomato leaves were used by MelikeSardoganet. al 

[10] to predict the diseased leaf.  CNN model with 

Learning Vector Quantization (LVQ) algorithm 

was used to identify and classify the 4 class 

labelled images. The PlantVillage dataset was 

taken as input images, and resized to 512 x 512.  

The image dataset was split into 400 and 100 as 

training - testing pair for the model.  The model 

showed an average accuracy of 86% for five 

classes. 

Shima Ramesh et. al [11] proposed a 

methodology for Papaya leaves classification.  

Histogram of an Oriented Gradient (HOG) was 

used for feature extraction of 160 images of Papaya 

leaves after pre-processing techniques; reduction of 

the size and conversion of RGB to grayscale.  

Random Forest, Logistic Regression, SVM, KNN, 

CART, Naïve Bayes were used for classification of 

the model which gave accuracies of 70.14%, 

65.33%, 40.33%, 66.76%, 64.66% and 57.61% 

respectively. 

VGG16, Inception V4, ResNet50, ResNet101, 

ResNet152, and DenseNet121 architectures were 

used by Edna Chebet Too et. al [12] to classify 

54306 images of 14 crops. The images were from 

PlantVillage dataset and resized as 224 x 224 for 

VGG16, ResNet50, ResNet101, ResNet152, 

DenseNet121 architectures and to 299 x 299 for 

Inception V4. RGB colour variations and two 

training and testing combinations were used in the 

study.   80%-20% ratio and 34727-8702-10876 for 

training-validation-testing sets were used to 

classify the model. Different fine-tuning techniques 

were applied in the architecture which resulted in 

an accuracy of 99.75% for DenseNet.  The 

conclusion from the study is that DenseNet121 

architecture is the most appropriate for the image-

based disease detection of plants. 

From UCI Machine Learning Repository 

Kawcher Ahmed et. al [13] took 480 Rice leaves to 

classify 3 types of diseases.  These prominent and 

dangerous rice diseases were analysed and 

classified by using Logistic Regression, KNN, 
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Abstract 
Early detection of plant leaf diseases is beneficial as it helps agriculturists to apply remedial 

measures well in advance. This is highly recommended for a good yield from crops, which 

enhances the economy of an agriculture-based country. Computer Vision and Deep Learning 

techniques, used in the field of precision agriculture facilitate early detection of plant leaf 

diseases. Literature proclaim that deep learning models outperform the machine learning 

approaches for classification of leaf diseases. In this paper, the state-of-the-art deep learning 

methods for detection and classification are applied on banana leaf dataset. The AlexNet, 

VGG19, DenseNet201, ResNet50, and MobileNetV2 Convolutional Neural Networks are the 

models compared in this paper.  The real time images of banana leaves are used to train and test 

these models’ using python.  Healthy and two common diseases of banana leaves are classified 

in this work.  After data augmentation and preprocessing, all the models could achieve good 

testing accuracies of more than 90.6% in the 80-10-10 training-validation-testing set. 

Keywords 
Plant Disease, Image Pre-processing, Data Augmentation, Computer Vision, Deep Learning. 

1. Introduction 

Plants are usually affected by many diseases and proper precautions are needed for better results in 

the farming field.  The main reason for infection of plant leaves is the seasonal change in climate and it 

adversely affects the crop yield.  The unavailability of expert’s opinion about the farming and less 

knowledge about diseases and fertilizer management will also affect the yield [1].  This will lead to 

ecological imbalance and economic insecurity of the nation.  The diseases of the plants start from minor 

symptoms to serious damage of the whole plant. Hence, early detection of diseases is highly crucial and 

is the aim of disease classification [2].  

Computer Vision with deep learning techniques have a great impact on precision agriculture 

especially in object detection and recognition [3].   The automated plant disease detection will help for 

an error free classification of diseases in less time. Huge number of real time images are collected and 

trained to give an optimal solution at minimal cost.  Various machine learning and deep learning 

algorithms are used to detect and classify the diseases and also to provide proper guidance to the farmers 

for recognition [4]. In terms of scale of production and marketing, banana is the one of the important 

crop fruits in the world [5].  The diseases and pests in the leaves of banana affects the production 

landscapes and global food security of the world.  Timely intervention for remedial actions is the result 

of early identification of a crop disease and will have less impacts on food supply chains.   The proposed 

work uses healthy and diseased banana leaves images to train AlexNet, VGG19, ResNet50, 

DenseNet201 and MobileNetV2 deep learning models. The two common diseases of banana leaves 

considered in this paper are Leafspot and Sigatoka.  The objective of this work is to apply image pre-

processing techniques on RGB based banana leaves and to classify the leaves using deep learning 

approaches. All deep learning models of this work gave more than 90.6% accuracy and good precision, 

recall and f1-score values in the 80% of training set.  The AUC is 0.98, 0.99 and 1 in all models of the 

three classes. Selection of the appropriate model for disease detection and classification greatly depends 

on the accuracy [6]. 



2. Related Works 

Many works have been done in the field of farming technology and precision agriculture because of 

the relevance of plant leaf disease detection and classification.  For quality testing automated systems 

are widely used in precision agriculture [7], [8].  14 crops’ disease detection and classification were 
done by S. P. Mohanty et al. [9] and E. C. Too et al. [10] in their work using different deep learning 

techniques such as AlexNet, GoogleNet, DenseNet121, Inception V4, ResNet50, ResNet101, 

ResNet152, and VGG16 and achieved more than 85% accuracy.  Nine diseases of the tomato leaves 
were classified by M. Brahimi et al. [11] using AlexNet and GoogleNet with 99% accuracy.  K. P. 

Ferentinos [12] got 99% accuracy using the AlexNet model by classifying 25 crops’ classes.  M. G. 

Selvaraj et al. [13] proposed the models with ResNet50, InceptionV2, MobileNetV1 and achieved up to 

88.88% accuracy for banana leaves’ disease classification.  ResNet50 and AlexNet algorithms were used 
by H. Ajra et al. [14] to classify potato and tomato leaves in different training testing combinations.  Tea 

leaves were classified by G. Hu et al. [15] using VGG16 and gave only 72.5% with 398 images.  The 

accuracy greatly depends on the data size taken.  Six classes of wheat leaves were classified by T. Hayit 
et al. [16].  VGG16 and VGG19 deep learning models gave an accurate classification system for 

classification of potato leaves [17] and grapes leaves [18].  The EfficientNet algorithm models are 

outperforms the other deep learning methods in original and augmented image datasets [19].  The 

SqueezeNet mobile deep learning classification by H. Durmus et al. [20] achieved better results than 
AlexNet due to its lightweight and low computational needs.  The PlantVillage dataset was used to train 

the deep network models in most of the researches [21]. 

3. Materials and Methods 

The proposed method creates five models which could classify banana leaves as Healthy, Leafspot, 

and Sigatoka using AlexNet, VGG19, DenseNet201, ResNet50, and MobileNetV2 deep learning algorithms.  

The architecture of the proposed work is depicted in the Figure 1. 

 

Figure 1: Architecture of Plant Leaf Classification Methodology 



Finetuned-VGG16 CNN Model for Tissue 
Classification of Colorectal Cancer 
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Abstract Classifying cancer tissues has been a difficult task ever since Computer 
Vision and Pattern Recognition were developed. Deep Learning, a modern, state-
of-the-art method for texture categorization and localisation of cancer tissues, 
has replaced traditional machine learning approaches. The third leading cause of 
mortality from cancer globally is colorectal cancer. In this paper, a fine tuned deep 
learning model is proposed for image-level texture based classification using CRC 
dataset. In order to minimise overfitting and considerably increase classification 
accuracy, the model must be fine-tuned, especially when there are less set of training 
datasets available. The VGG-16 pretrained model underwent fine-tuning. The nine 
classes of the histology Kather CRC image collection were used to verify these 
models (CRC-VAL-HE-7K, NCT-CRC-HE-100K). The outcomes demonstrated that 
the accuracy of histopathological image recognition was much higher than that of 
previous approaches. 

Keywords Convolution neural network · Colorectal cancer (CRC) · Deep 
learning · Visual geometry group (VGG) 16 · Tumor epithelium · Densenet 

1 Introduction 

One in nine women may get breast cancer over their lifetime, which is a serious 
disease. According to polls, 1 in 32 women will develop breast cancer and pass away 
from it. The second-largest category of new cancer cases in 2018 was predicted 
to be breast cancer, which would account for almost 1 in 4 instances of cancer 
discovered in women. Breast cancer is the seventeenth most important cause of 
death worldwide and the biggest risk factor for cancer in women. The third most 
prevalent malignancy, colorectal cancer (CRC), is closely correlated with our way of 
life. When polypectomy screening tests are conducted, the death rate of CRC patients 
is markedly reduced. Experts are required to examine several polyp instances during
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the CRC screening test in order to find problematic tissues [1–3]. Cancer researchers 
will use artificial intelligence (AI) to detect the disease’s symptoms and choose the 
best course of therapy. It will expedite diagnosis and increase its effectiveness. Better 
treatment options might lower cancer patients’ mortality as a result of the information 
that is gained. The AI discipline of deep learning (DL) was originally developed in 
the 1990s [4, 5]. Numerous methods for recognising patterns and images have been 
presented, and more recently, computer vision has advanced to make use of deep 
convolutional neural networks (CNN) [4]. Instances of deep CNN models based on 
ImageNet weights [6] were created at this time, introducing advances like Xception 
[7], VGG-16 [8], etc. 

By finetuning the CNN models in parameters such as the Dropout Layer, Learning 
Rate, and Validation Frequency, overfitting is reduced and improves classification 
performance both in VGG-16 and DENSENET. We investigate the efficiency of 
differentiating tumour epithelium from stroma utilising transfer learning approaches. 
The remainder of this paper is structured as follows. The related work of optimising 
Deep CNN models is covered in Sect. 2. The Learning Rate, Dropout Layer, and 
Validation Frequency are adjusted in Sect. 3, to present our suggested method-
ology. Section 4 then presents the experimental findings. Finally, Sect. 5 provides 
the conclusion. 

2 Literature Review 

Using deep learning and image processing approaches, researchers from all over the 
world have been working diligently to establish reliable frameworks and processes 
for the rapid and accurate identification of cancer. However, none of those approaches 
has been successful in accurately forecasting cancer. As a result, histopathology WSI 
for cancer diagnosis has gained popularity recently. Since the middle of the 1990s, 
CNNs have been utilised in medical imaging to detect various disorders [9, 19]. 
Since then, CNN architectures have primarily been used for a variety of tasks in 
the field of medical image analysis. Despite their progress in identifying medical 
pictures, CNNs still face a number of challenges. The first and most significant chal-
lenge is the potential for overfitting the model, which results from overly deepening 
of tumour classification networks, which quickly increases the training parameters. 
The probability of overfitting must also be reduced by using many image samples, 
however this is not always feasible. Hyperparameters, which are essential to a CNN’s 
effective functioning, is the second challenge. The learning rate is a crucial hyperpa-
rameter that has the ability to make or destroy a model. It is necessary to manually 
alter the model’s learning rate in line with the progress of the training in order to 
ensure that the model operates at its peak throughout [10]. For CRC image analysis 
jobs, Linder et al. [11] recommended the CRC analysis utilising conventional data 
mining approaches. The automatic classification method was used to distinguish 
the tumour stroma from the tumour epithelium in digitised tumour tissue microar-
rays (TMA). The support vector machine (SVM) and local binary patterns (LBP)
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tUm. cmLp¬ kp_n≥ Fkv.

Po-h-Pm-e-ß-fn-se G-‰-hpw k-¶o¿-
Æ-am-b A-h-b-h-ß-fn¬ H-∂m-Wv I-
Æv. I-Æp-I-fp-sS i-cn-bm-b {]-h¿-
Ø-\-Øn-\v A-Xn-s‚ F-√m ̀ m-K-ß-
fpw A-Xy-¥m-t]-£n-X-am-Wv. {]o-_-
tbm-́ n-Iv ̀ q-an-bn¬ (prebiotic earth), Im-
gv-N-i-‡n Po-hn-Iƒ-°v A-Xym-h-iy-
a-√m-bn-cp-∂p. A-Xp-sIm-≠p-X-s∂,
Im-gv-N-i-‡n ]-cn-Wm-a-Øn-s‚ Xp-
S¿-®-bm-sW-∂pw {I-ta-W H-gn-®p-Iq-
Sm-\m-hm-Ø-Xm-bn am-dp-I-bm-bn-cp-s∂-
∂pw I-W-°m-°mw. \q-‰m-≠p-I-fm-bn
I-Æp-I-fp-sS ssh-hn-[y-sØ-°p-dn-
®pw A-Xn-s‚ ]-cn-Wm-a-sØ-°p-dn-
®pw a-\p-jy≥ ]Tn-®p-sIm-≠n-cn-°p-
∂p. t\-{X-]-cn-Wm-aw h-f-sc c-k-I-
c-hpw _r-l-Øp-am-b hn-j-b-am-Wv.

ar-K-ßƒ A-h-cp-sS \n-e-\n¬-
∏n-\p th-≠n hn-Zq-c km-l-N-cy-ß-
sf A-\p-`-th-Zy-am-°p-∂ (distance

senses) aq-∂v C-{μn-b-ß-sf-Im-gv-N,
tIƒ-hn, K-‘w, B-Wv B-{i-bn-°p-
∂-Xv. ta-ev-]-d-™ C-{μn-b-ß-fn¬
Im-gv-N-i-‡n-°m-Wv h-f-sc Zq-sc-bp-
≈ Im-cy-ßƒ a-\- n-em-°m≥ I-
gn-hv Iq-Sp-X-ep-≈-Xv. \-Ωp-sS t\-{X-
ßƒ-sIm-≠v B-bn-c-I-W-°n-\v {]-
Im-i-h¿-j-ßƒ A-I-se-bp-≈ \-
£-{X-ß-sf-h-sc I-≠p-]n-Sn-°m≥ I-
gn-bpw. A-Xm-b-Xv, \-Ωp-sS I-Æn-se
sd-‰n-\¬ tIm-i-ß-sf D-tØ-Pn-∏n-
°p-hm≥ H-cp t^m-t´m¨ (photon)
I-Wn-I a-Xn-bm-Ipw F-∂p-≈-Xv-- Im-
gv-N-i-‡n-bp-sS ta-[m-hn-Xzw sX-fn-
bn-°p-∂p. ar-K-ßƒ-°v h-f-sc Zq-sc
\n-∂v B-lm-cw I-s≠-Øp-hm-\pw
C-c-bv-°v (prey) th-́ -°m-cn¬ (preda-
tors) \n-∂v c-£ t\-Sp-hm-\pw th-´-
°m-c-\v C-c-sb I-s≠-Øp-hm-\pw k-
lm-b-I-am-b-Xn-\m¬ Im-gv-N-i-‡n A-

Xet®mdv Ign™m¬ G‰hpw
k¶o¿Æamb LS\bpw
hnImkhpw HØptN¿∂
Ahbhamb IÆpIfpsS
sshhn[ysØ°pdn®pw AXns‚
]cnWmasØ°pdn®pw
hnhcn°p∂p.

kq£vamWp°fn¬ I≠ncp∂
sF kvt]m´v hnIkn®p {]Imi
{]XnIcWtijnbp≈ tImi-ß-
fpsS Hcp πm‰vt^mw -cq]-sa-SpØv
_lptImi PohnIfn¬ ]ns‹‚v
kvt]m´v Bbn amdnb ]cnWma
hgnIƒ ]cnNbs∏SpØp∂p.

hyXykvX Pohnh¿Kßfn¬
AhbpsS Np‰p]mSpIƒ°-\p-
kcn®pw CctXSp∂Xn\pambn
IÆpIƒ {]tXyIambn
]cnWan®Xns‚ DZmlcWßƒ
Nq≠n°mWn°p∂p.

IÆp-I-fpsS
sshhn-[yhpw
]cn-Wmahpw
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kw sIm-≠pw cq-]-hy-Xym-kw sIm-
≠pw h-f-sc A-I-se \n-∂v I-s≠-
Øm≥ th-≠n an-I-® I-Æp-Iƒ \-
ap-°v h-∂p-tN-cp-hm≥ k-lm-b-I-am-
bn-F-∂v Nn-e ]T-\-ßƒ ]-d-bp-∂p.

aq-ß-I-fpw ]q-®-I-fpw t]m-se-bp-
≈ ar-K-ßƒ, cm-{Xn-Im-e-ß-fn-se a-
ßn-b {]-Im-i-Øn-se Im-gv-N-°p th-
≠n sd-‰n-\-bn¬ h-en-b Ir-jv-W-a-
Wn-I-fpw Iq-Sp-X¬ tdm-Uv tIm-i-ß-
fpw hn-I-kn-∏n-s®-Sp-Øn-´p-≠v. Nn-e
]-£n-I-fn¬ (D-Zm: aq-ß) tdm-Uv tIm-
i-ßƒ [m-cm-fw Im-W-s∏-Sp-∂p (a-
\p-jy-t\-°mƒ A-©n-c-´n). \-Ω-fp-
sS I-Æp-I-fp-am-bn Xm-c-X-ayw sN-
øp-I-bm-sW-¶n¬, A-h-bp-sS i-co-c-
L-S-\-tb-°mƒ h-en-b I-Æp-Iƒ
B-Wv aq-ß-Iƒ-°p-≈-Xv. A-ß-s\,
h-en-b I-Æp-I-fpw H-´-\-h-[n tdm-
Uv tIm-i-ß-fpw (rod cells), P-¥p-tem-
I-Øn-se G-‰-hpw an-I-® cm-{Xn Im-
gv-N e-`n-°m≥ aq-ß-I-sf ]-cym-]v--X-
cm-°n. cm-{Xn-k-©m-cn-bm-b aq-ß-I-
sf Cu I-Æp-Iƒ A-h-bp-sS A-
Xn-Po-h-\-Øn-\p k-lm-bn-°p-∂p.
B-g-°-S-en¬ Po-hn-°p-∂ {km-hn-s‚
(shark) I-Æn-\p-fn¬ tdm-Uv tIm-i-
ßƒ C-S-Xq¿-∂v Im-W-s∏-Sp-∂p, C-
Xv Ip-d-™ sh-fn-®-ap-≈ A-h-cp-sS
B-hm-k hy-h-ÿ-bn¬ \-∂m-bn
Im-Wm≥ A-\p-h-Zn-°p-∂p. Iq-Sm-sX,
A-h-cp-sS I-Æp-I-fn¬ Nn-e I-ti-
cp-In-I-fn¬ Im-Wp-∂-Xv t]m-se S-
]o-‰w eq-kn-Uw Im-Wp-∂p, C-Xv {]-
Im-i-sØ sd-‰n-\-bn-te-°v {]-Xn-^-
en-∏n-°p-I-bpw e-̀ y-am-b {]-Im-i-Øn-
s‚ A-f-hv h¿-[n-∏n-°p-I-bpw sN-
øp-∂p. k-kv-Xn-\n-Iƒ B-b tUmƒ-
^n-\p-I-fpw Xn-anw-K-e-ß-fpw sh-≈-
Øn-\-Sn-bn¬ Im-gv-N-bv-°p {]-tXy-I
se≥-kp-I-fpw tIm¿-Wn-b-I-fpw hn-
I-kn-∏n-s®-Sp-Øn-´p-≠v.

]-cn-Wm-aw-aq-ew Nn-e ar-K-ßƒ-
°v I-Æp-Iƒ \-„-s∏-´-Xm-bn \-ap-
°v Im-Wmw. (D-Zm: Astyanax mexicanus
F-∂ sa-I-v-kn-°≥ A-‘ Kp-l a-
’y-Øn-\p I-Æp-Iƒ C-√). Kp-l-
I-fn¬ `-£-Ww h-f-sc Ip-d-hm-b-
Xn-\m¬, A-‘-a-’y-ßƒ-°v A-h-
bp-sS Du¿-Pw kw-c-£n-tI-≠-Xp-
s≠-∂pw Im-gv-N-bn-√m-Ø A-h-kv--Y
A-h¿-°v A-Xn-Po-h-\w \¬-Ip-∂p-
sh-∂pw ]T-\-ßƒ ]-d-bp-∂p.

I-ta-en-b≥ (chameleon) D-c-K-h¿-
K-Øn¬ s]-´ h¿-Æm-`-am-b ]-√n-I-
fm-Wv. A-h \n-dw am-‰m-\p-≈ I-gn-
hn-\v t]-cp-tI-´-Xm-Wv. I-ta-en-b-\v
se≥-kp-I-fp-sS B-Ir-Xn am-‰m-\pw
hy-Xy-kv-X A-I-e-Øn-ep-≈ h-kv-
Xp-°-fn¬ {i-≤ tI-{μo-I-cn-°m≥ I-
Æp-I-fp-sS ÿm-\w {I-ao-I-cn-°m-\pw
I-gn-bpw. G-‰-hpw hn-im-e-am-b Im-
gv-N-bm-Wv C-h-bv-°p-≈-Xv. Hm-tcm I-
Æpw ]-c-kv-]-cw kz-X-{¥-am-bn Xn-
cn-°m-\p-≈ I-gn-hv A-h-bv-°v D-≠v,
A-Xn-s‚ X-e N-en-∏n-°m-sX-X-s∂
F-√m tIm-Wn-epw Im-Wm≥ A-\p-
h-Zn-°p-∂p. C-Xn-\v 90° ew-_-am-bpw
180° Xn-c-›o-\-am-bpw, G-Xm-≠v 360°
Im-Wm≥ I-gn-bpw. I-Æp-I-f-√m-sX
a-s‰m-∂pw N-en-∏n-°m-sX-X-s∂, Np-
‰p-]m-Sn-s‚ an-°-hm-dpw F-√m tIm-
Wp-I-fpw Im-Wm-\p-≈ I-gn-hv C-c-
sb ̀ -b-s∏-Sp-Øm-sX th-́ -bm-Sm≥ I-
ta-en-b-s\ A-\p-h-Zn-°p-∂p.

I-gp-I≥, ]-cp-¥v Xp-S-ßn-b C-
c-]n-Sn-b≥ ]-£n-Iƒ-°v h-f-sc Zq-
sc \n-∂v C-c-sb I-s≠-Øm≥ I-gn-
bp-∂ hn-I-kn-X Zr-iy-kw-hn-[m-\-ß-
fp-≠v. ar-K-ß-fn¬ G-‰-hpw an-I-®
Im-gv-N-i-‡n ]-cp-¥n-\m-Wv. a-\p-jy-
t\-°mƒ \m-ev a-S-ßv i-‡-am-Wv
A-h-bp-sS Im-gv-N-i-‡n. ]-cp-¥p-
Iƒ-°v aq-∂v ssa¬ A-I-se\n-∂p-
t]m-epw sN-dn-b C-c-sb Im-Wm-\pw
{i-≤ tI-{μo-I-cn-°m-\pw I-gn-bpw.

380 ap-X¬ 700 nm h-sc X-cw-K-
ssZ¿-Ly]-cn-[n-bn-ep-≈ {]-Im-i-c-
iv-an-Iƒ am-{X-ta a-\p-jy-\p Im-
Wm≥ I-gn-bp-I-bq. F-∂m¬, ]q-®-
sb-t∏m-ep-≈ P-¥p-°ƒ-°pw ]-£n-
Iƒ-°pw a-’y-ßƒ-°pw Nn-e D-c-
K-ßƒ-°pw tX-\o-®-I-fpw Nn-{X-i-
e-`-ß-fpw t]m-ep-≈ Nn-e {]m-Wn-
Iƒ-°pw Aƒ-{Sm-h-b-e-‰v ]-cn-[n-bn-
ep-≈ Im-gv-N-I-fpw Im-Wp-hm≥ km-
[n-°pw. C-Xv C-h-I-fp-sS A-Xn-Po-

h-\-Øn-\p h-f-sc {]-[m-\-hp-am-Wv.
16˛-e-[n-Iw hy-Xy-kv-X t^m-t´m-dn-
sk-]v-‰¿ tIm-i-ßƒ am‚n-kv sIm-
©v F-∂ I-S¬-s°m-©n¬ I-s≠-
Øn-bn-́ p-≠v. a-\p-jy¿-°v h¿-Æ-Øn-
s‚ aq-∂v Nm-\¬ t{]m-k- v sN-
øm≥ I-gn-bp-tºmƒ, am‚n-kv sIm-
©p-Iƒ-°p h¿-Æ-Øn-s‚ ]-{¥-≠p
Nm-\¬ h-sc t{]m-k- v sN-øm≥
I-gn-bp-∂ t^m-t´m-dn-sk-]v-‰-dp-Iƒ D-
≠v. am-{X-a-√, A-h-bv-°p sh-≈-Øn-
\-Sn-bn¬ an-I-® Im-gv-N \¬-Ip-∂,
{[p-ho-I-cn-°-s∏-´ {]-Im-i Im-gv-N-
bpw Aƒ-{Sm sse-‰v {]-Im-i-Im-gv-N-
bp-ap-≠v. H-́ p-an-° ]-£n-Iƒ-°pw D-
c-K-ßƒ-°pw {]m-Wn-Iƒ-°pw \m-ev
hy-Xy-kv-X tIm¨ tIm-i-ßƒ D-
s≠-¶n-epw a-\p-jy¿-°v aq-∂p-X-cw
tIm¨ tIm-i-ßƒ B-Wp-≈-Xv. Nn-
{X-i-e-`-ßƒ-°v 15 X-cw hy-Xy-kv-
X tIm¨ tIm-i-ßƒ D-≈-Xp-aq-ew
a-\p-jy-tc-°mƒ Iq-Sp-X¬ hy-Xy-kv-
X h¿-Æ-ßƒ Xn-cn-®-dn-bm≥ ]-‰pw.
hy-Xy-kv-X ar-K-ß-fn-se t^m-t´m-dn-
sk-]v-‰¿ sk-√p-I-fp-sS F-Æ-Øn-
epw X-c-Øn-ep-ap-≈ hy-Xym-kw ]-
cn-Wm-a-Øn-s\m-∏w A-h-bv-°p h-∂p-
tN¿-∂-Xm-Imw. C-Xv A-h-cp-sS Im-
gv-N-bn¬ Im-X-em-b hy-Xym-kw h-
cp-Øp-∂p F-∂v \-ap-°v a-\- n-em-
°mw.

I-Æp-I-fp-sS ]-cn-Wm-a ]-cn-tim-
[n-®m¬ hy-Xy-kv-X Po-hn-Iƒ A-h-
bp-sS {]-tXy-I B-h-iy-ßƒ-°pw
Np-‰p-]m-Sp-Iƒ-°pw A-\p-kr-X-am-bn
hy-Xy-kv-X co-Xn-I-fn¬ Im-gv-N-i-‡n-
sb cq-]-s∏-Sp-Øn-sb-Sp-Øp F-∂v
Im-Wmw. Np-‰p-]m-Sp-I-fp-am-bp-≈
s]m-cp-Ø-s∏-Sp-Ø-ep-Iƒ I-Æp-I-fp-
sS ]-cn-Wm-a-Øn-te-°pw ]n-∂o-Sv A-
h-c-h-cp-sS B-hm-k-hy-h-ÿ-I-fn¬
Po-hn-°m-\pw th-́ -bm-Sm-\pw A-Xn-Po-
h-\-Øn-\pw {]m-]v--X-cm-°n. Im-e-{I-
ta-W Po-hn-Iƒ A-h-bp-sS Np-‰p-]m-
Sp-I-fp-am-bn F-ß-s\ s]m-cp-Ø-s∏-
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Abstract - Human brain is one of the most wondrous organs that distinguish us from all other organisms. The ability to feel, 

adapt, reason, remember, make decision and communicate makes human beings intelligent. Human brain is capable of 

processing billions of bits of information per second with the help of approximately hundred billion neural connections. The 

latest trend in unlocking the mysteries of the mind is with the recent advancement in brain-computer interface (BCI) 

systems. Scientists are emphasizing their research on whether BCI can be augmented with human computer interaction 

(HCI) to give a new aspiration for restoring independence to neurologically disabled individuals. There are invasive and 

noninvasive methods for brain signal acquisition such as electroencephalography (EEG), functional MRI (fMRI), 

electrocorticography (ECoG), calcium imaging, magneto encephalography (MEG), functional near-infrared spectroscopy 

(fNIRS) and so on. Electroencephalography signals, which are small amounts of electromagnetic waves produced by the 

neurons in the brain are one of the most popularly used signal acquisition techniques in the existing BCI systems due to their 

non-invasiveness, easy to use, reasonable temporal resolution and cost effectiveness compared to other brain signal 

acquisition methods. Electroencephalography is essential for the diagnosis of epilepsy and useful in characterizing various 

neurological diseases such as Parkinson’s disease, Alzheimer’s disease etc. and also helps in monitoring sleep related 

disorders. This paper discusses the EEG data processing mechanisms using machine learning techniques and reviews the 

achievements in this field. 

 

Keywords - Brain-Computer-Interface, Brain Signal, Deep Learning, EEG, Human-Computer-Interaction 

 

I. INTRODUCTION 

 

Nearly one billion people in this world are struggling 

with several neuromuscular disorders. Human brain 

research studies can be very beneficial which enables 

to record and analyse brain signal patterns and 

convert into useful commands. The brain computer 

interface systems ensemble the gap between humans 

and intelligent electronic devices. The brain signals 

provide possible means to human –computer 

interaction by training the computer to recognize and 

classify EEG signals thereby accomplishing what 

they really want to do. The roots of brain –computer 

interaction starts with Hans Berger's discovery of the 

electrical activity of the human brain and the 

invention of electroencephalography in 1924 [1]. 

Berger was the first to record human brain signals 

with the help of EEG. Even though there exist several 

invasive and non-invasive brain signal acquisition 

techniques; EEG become the most popularly used 

signal acquisition technique due to its cost 

effectiveness, reasonable temporal resolution, less 

frequency, portability and ease of use. Non-invasive 

techniques include fMRI, fNIRS, MEG etc. 

Functional near infrared spectroscopy (fNIRS) 

measures the brain activity using near infrared 

spectroscopy for functional neuroimaging [2]. The 

functional magnetic resonance imaging (fMRI) maps 

the neural activity by imaging the hemodynamic 

responses which relies on the blood flow. The 

primary form of fMRI uses blood-oxygen-level 

dependent (BOLD). Magnetoencephalography 

(MEG) is the measurement of magnetic field 

generated by the electrical activity of neurons [3]. 

Though MEG may detect more restricted groups of 

sources than EEG [4], high cost and non-portability 

reduces its use. Electrocorticography (ECoG) is an 

invasive method in which electrical activities of the 

brain are recorded from cerebral cortex. ECoG has 

been used to localize epileptic zones during pre-

surgical planning by placing the electrodes directly 

on the surface of the brain [5]. This degrades the 

scope of the method. The summary of the brain 

acquisition methods is tabulated in table 1 

 

 
Table 1.  Brain signal acquisition techniques and their features. 
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Abstract. Accurate determination of fruit size plays a pivotal role in agricultural research, as it directly impacts quality 

assessment and the ability to predict yields. This research offers a comprehensive and dependable solution for fruit size estimation 

in agricultural research, thereby facilitating enhancements in yield prediction, quality control, and overall fruit production 

management.  In this work, an innovative method is introduced for detecting and estimating the size of mangosteen fruits using 

the YOLOv5 deep learning model and characterization of macro-camera images.  The YOLOv5, a cutting-edge deep learning 

algorithm, is employed to automatically detect and precisely locate mangosteen fruits within images captured by the macro 

camera. YOLO's remarkable accuracy and real-time processing capabilities streamline the fruit detection process, reducing the 

need for manual intervention and significantly enhancing data collection efficiency.  Monthly field trials were conducted from 

March to September to capture the images of mangosteen for measuring the fruit sizes, which were found to vary between 1cm 

and 6.1cm. The application of YOLOv5 for fruit detection yielded an outstanding training accuracy of 99.5% by the 20th epoch.  

The results of the study underscore the substantial improvement achieved in terms of efficiency and accuracy when compared to 

traditional fruit sizing methods. The fruit size estimated using the bounding box parameters is verified using the magnification 

formula of the lens. This methodology of validating the accuracy and reliability of fruit size estimation technique yielded a 

negligible relative error of 3%.  

Keywords: Mangosteen, YOLOv5, Macro Camera, Image Sensor, Magnification lens formula 

1. Introduction 

Tropical fruits like mangosteen (Garcinia mangostana Linn. - GML) are coveted for their salivating flavour and 

possible beneficial effects on health. Due to the abundance of nutrients as well as its delicious aroma, demand for it 

is rising on an international scale. This tropical tree is native to Thailand, Sri Lanka, Malaysia, Myanmar, India, and 

the Philippines. This species of tree grows slowly, to a height of 6 to 25 meters, and its leaves are brittle and glabrous. 

The consumable pulp of the dark purple or reddish mangosteen fruit is white, soft, and juicy, with a mildly acidic 

and sweet flavour and an intriguing aroma. Due to its exceptional flavour among tropical fruits, mangosteen is 

referred to as "the queen of fruits" [1].  The average diameter of a mangosteen fruit is five to seven centimeters, 

making it approximately equivalent to the dimensions of a tangerine. Hidayat, D. D. et al. state that the mangosteen 

fruit's geometrical mean diameter is 54.79 ± 9.15 mm [2].  Mangosteen fruit size measurement accuracy is essential 

for a number of processes, including distribution, grading, yield, quality control, and packaging. The fruit size and 

quantity are currently determined by the processing centers only after harvesting, weighing, and sorting of fruits 

using industrial grading equipment.  However, these manual methods are laborious and prone to human errors. 

Deep learning methodologies signify a notable progression in this specific field of research.  Several 

investigations have concentrated on the assessment of the quantity and dimensions of fruits based on image analysis 

[3, 4].  Utilizing deep learning algorithms like YOLOv5 can streamline and enhance fruit detection procedures, 

thereby enabling precise size calculations.  YOLOv5 enables accurate measurements of fruit sizes while they are 

still on trees.   This data assists farmers in making informed decisions about irrigation, fertilization, and crop 

management practices tailored to different fruit sizes and stages of growth.  With precise size estimation, farmers 

can optimize and schedule harvesting more efficiently [5, 6].  This allows them to prioritize areas with fruits reaching 

the desired size, reducing the chances of underripe or overripe fruits being picked. 

Using advanced image analysis techniques and the YOLOv5 deep learning object detection algorithm, this study 

aims to contribute a robust and feasible model to the challenges of mangosteen fruit sizing, offering improved 

accuracy and scalability for enhanced agricultural practices.  YOLOv5 was designed specifically for better detection 
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of small objects [7]. Leveraging this specific capability of YOLOv5, a pretrained model is proposed for training the 

mangosteen dataset.  The primary objective of this work is to detect on tree fruits and determine their sizes, which 

is then validated through the application of lens magnification formula.  Overall, on tree fruit size estimation using 

YOLOv5 has a broad impact on agricultural practices, improving precision, efficiency, and the quality of produce 

while also aiding in strategic decision-making for farmers in managing their crops and market supply.   

2. Related Works 

Literature shows that the application of machine learning (ML) and deep learning (DL) models has been 

revolutionary in the field of precision agriculture.  The precision agriculture review paper discussed crop 

identification and pest/disease detection using ML and DL techniques [8].  Qureshi, W. S. et al. estimated the fruit 

count in the images of mango trees using support vector machine classification and K-nearest neighbour pixel 

classification [9].  Wang, Z. et al. evaluated the fruit size of mango trees using RGB-D images, which facilitates the 

estimation of fruit maturation and size distribution with an RMSE of 4.9 mm.  Finding the fruit size in the work 

requires knowing the distance between the object and the camera, which can be obtained using RGB-D camera 

technology [10].  The mango fruit was identified by Behera, S. K. et al. with 98% accuracy using the Randomizes 

Hough Transform (RHT) technique, and the size was measured with an average error of 3.07%. In the work, the 

fruit's colour was also identified [11].  Gongal, A. et al. took pictures of apple tree canopies using a time-of-flight 

(TOF) light-based 3D camera and a colour CCD camera in order to identify apples and measure their sizes.  The 

accuracy of the authors' pixel size method, which they introduced, increased to 84.8% when estimating the size of 

an apple surface [12].  Apolo-Apolo, O. E. et al. used DL techniques to calculate citrus fruits’ size using a UAV with 

standard error of 7.22% [6].  In the work of Mirbod, O. et al., apple fruits in an orchard were identified using Faster 

R-CNN, segmented using Mask R-CNN, and their size was estimated using images from stereo vision cameras.  

The estimated diameter of the apple fruit was determined to be 1.08 mm, with standard deviation errors of 0.73 mm 

[4].   

The fruit detection process can be improved and streamlined by incorporating DL algorithms such as YOLOv5, 

which makes size calculations accurate and efficient.  DL techniques applied to computer vision have transformed 

a number of industries, including autonomous vehicles and medical image analysis.  Using YOLO, the healthy and 

unhealthy plant leaves were categorized with an accuracy of 82.38% and latencies of 2-3 seconds [13]. According 

to Sarda, A. et al.'s work, bounding boxes can be used to categorize objects on road into appropriate groups (mAP 

74.6%) [14].  In a comparative analysis of Transformer, EfficientDet, and YOLOv5 for crop detection in remote 

sensing imagery, Mekhalfi, M. L. et al. found that YOLOv5 could detect more objects than the other two [15]. The 

ball pepper plant leaf bacterial spot disease was detected by Mathew, M. P. et al. with YOLOv5 and mAP 90.7% 

[5].  Using YOLOv5, Egi, Y. et al. suggested a methodology that counts the number of red and green tomatoes as 

well as the number of flowers with an accuracy of 0.618 at mAP 0.5 by using drone footage of the greenhouse [16].  

Banana leaf diseases such as Sigatoka and Leafspot, along with healthy leaves were identified and classified 

using ML and DL techniques, namely KNN, SVM, Alexnet, VGG19. ResNet50, DenseNet201, and MobileNetV2 

[17, 18].  Ahmad, I. et al. created a model using the YOLOv5 algorithm to identify and categorize crop-damaging 

insect pests in order to increase production. They also suggested a smartphone based automated system with an 

accuracy of 98.3% [19].  Using enhanced YOLOv5 with a mAP value of 44.7%, tassel was found in RGB UAV 

imagery, which was much better than other well-known methods [20].  Using improved YOLOv5 model training, 

Dai, G. et al. suggested a model to identify and grade the sprouted potatoes with accuracy 90.14% and mAP 88.1% 

[21].  An enhanced model for identifying plant diseases by Chen, Z. et al., which was derived from the YOLOv5 

DL model, was utilized to detect the pests under the intricate natural circumstances.  This enhanced YOLOv5 

performed 5.4% better than the original YOLOv5 [22]. In Karakaya, M. et al.'s work, the YOLOv5 DL model 

provided more accurate results than the other YOLO models, with 92.96% precision in the recognition and 

classification of five distinct diseases in tomato leaves [3].  An enhanced YOLOv5 was proposed by Huang, T. et 

al. to detect small objects in mAP@0.5 with 95% accuracy [23].  The lotus seed pods were detected by Ma, J. et al. 

using an improved YOLOv5 model, which resulted in a 0.7% higher accuracy compared to the classical YOLOv5s 

model [24].   

Sa, I. et al. introduced an innovative model for fruit detection using DL neural networks.  Their proposed multi-

modal Faster R-CNN achieved state-of-the-art performance, particularly excelling in the detection of sweet peppers.  

The model improved precision and recall capabilities, as evidenced by the enhanced F1 score, which increased from 

0.807 to 0.838 compared to previous methods [25].  Horea, M. et al. developed a DL software proficient in 

recognizing fruits from images with an accuracy of 96.3% [26].  Nguen, H. H. C. et al. explored the DL algorithms 

and led to the acquisition of DL knowledge, culminating in the development of a model proficient in recognizing 

fruits from images [27].  Koirala, A. et al. demonstrated the superior performance of DL models in on plant fruit 
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Abstract 

Antimicrobial peptides (AMPs) are natural compounds that are primarily used in 
the development of new therapeutic components for a variety of illnesses, such as 
infectious diseases, parasitic illnesses, cancer, etc. Due to the rising occurrence of 
drug resistance, AMPs are used the same as antibiotics. Since the discovery of the 
first AMP, numerous studies have been conducted to determine the importance of 
amino acid residues showing antimicrobial activity and to develop and character-
ize potential AMPs. Since wet-lab experimental identification requires a lot of 
effort and cost, in silico studies are widely used to identify novel AMP 
candidates. In silico studies aid in the identification and modeling of AMPs. 
However, wet-lab studies using assays are assisting in characterizing the newly 
identified AMPs and their therapeutic potential. Thus, a number of researches 
helped to uncover the diversity of AMPs as well as the different classes within 
them. In this book chapter, we cover a wide range of AMP classifications, the
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mechanism of action of AMPs, various AMP-based drugs identified so far for 
treating parasitic diseases. Also, we illustrate how the approach of AMPs has 
helped in finding out remedies for Malaria. Additionally, we explain computa-
tional methods and resources for better research in the field of AMPs studies.

204 M. Madhavan et al.
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Antimicrobial peptides (AMPs) · AMP classification · peptide modelling · 
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11.1 Classification of Antimicrobial Peptides (AMPs) 

Antimicrobial peptides (AMPs) are a class of components with significant innate 
immune properties. These are small natural compounds found in many 
microbiological organisms, including bacteria, fungus, and viruses, as the name 
implies. Insects, being a highly biodiverse group are abundant and most inventive 
sources of AMPs due to their biodiversity. AMPs have so many features in common 
such as; having a length of around 10–50 amino acids, a high proportion of 
hydrophobic amino acids, cationic nature and their immune modulatory abilities. 
However, a lot of dissimilarities exist between them which enable the classification 
of AMPs. One method of classifying AMPs is depending on whether synthesized by 
ribosomes or not. Accordingly, there are two classes—ribosomally synthesized and 
non-ribosomally synthesized AMPs. Non-ribosomal AMPs, such as vancomycin, 
are not synthesized using the protein translation machinery, instead, they are made 
using non-ribosomal peptidyl synthetases. A number of important classes of AMPs 
is discussed below. 

11.1.1 Based on the Source 

AMPs can be broadly classified into bacterial, plant and animal AMPs based on their 
biological source. Bacteriophages are found to serve as a source of AMPs, leading to 
two classes- phage-encoded lytic factors and phage tail complexes. Bacteria produce 
both ribosomal and non-ribosomal AMPs. Bacteriocins, the ribosomal AMPs 
generated from gram-positive bacteria, can be classified into lantibiotics, 
non-lantibiotics, large-sized bacteriocins and uniquely structured bacteriocins. The 
AMPs found in gram-negative bacteria can also be classified further into colicins, 
colicin-like, microcins and phage tail-like bacteriocins. Plants host a range of AMPs 
that are rich in cysteine and disulphide bridges, which provide protection against 
proteolytic degradation. 

The animal AMPs can still be classified into insect, amphibian and mammalian 
AMPs. Insect-derived AMPs help the insects to adapt to their survival. E.g. Cecropin 
A. Among amphibians, the main sources of AMPs are frogs, the most important 
AMP being magainin. Mammalian AMPs, of which a large proportion is formed by



Scanned with ACE Scanner



Scanned with ACE Scanner



Scanned with ACE Scanner



Scanned with ACE Scanner



Scanned with ACE Scanner



Scanned with ACE Scanner



Image-Based Plant Leaf Disease Detection and Classification 

using Deep Learning Models 

Vidhya N P1 and Priya R2 

1 Department of Computer Science, University of Kerala, Thiruvananthapuram, npvidu@rediffmail.com 
2 Department of Computer Science, Government College Kariavattom, Thiruvananthapuram, 

priyanil2007@gmail.com 

Abstract 
Early detection of plant leaf diseases is beneficial as it helps agriculturists to apply remedial 

measures well in advance. This is highly recommended for a good yield from crops, which 

enhances the economy of an agriculture-based country. Computer Vision and Deep Learning 

techniques, used in the field of precision agriculture facilitate early detection of plant leaf 

diseases. Literature proclaim that deep learning models outperform the machine learning 

approaches for classification of leaf diseases. In this paper, the state-of-the-art deep learning 

methods for detection and classification are applied on banana leaf dataset. The AlexNet, 

VGG19, DenseNet201, ResNet50, and MobileNetV2 Convolutional Neural Networks are the 

models compared in this paper.  The real time images of banana leaves are used to train and test 

these models’ using python.  Healthy and two common diseases of banana leaves are classified 

in this work.  After data augmentation and preprocessing, all the models could achieve good 

testing accuracies of more than 90.6% in the 80-10-10 training-validation-testing set. 

Keywords 
Plant Disease, Image Pre-processing, Data Augmentation, Computer Vision, Deep Learning. 

1. Introduction 

Plants are usually affected by many diseases and proper precautions are needed for better results in 

the farming field.  The main reason for infection of plant leaves is the seasonal change in climate and it 

adversely affects the crop yield.  The unavailability of expert’s opinion about the farming and less 

knowledge about diseases and fertilizer management will also affect the yield [1].  This will lead to 

ecological imbalance and economic insecurity of the nation.  The diseases of the plants start from minor 

symptoms to serious damage of the whole plant. Hence, early detection of diseases is highly crucial and 

is the aim of disease classification [2].  

Computer Vision with deep learning techniques have a great impact on precision agriculture 

especially in object detection and recognition [3].   The automated plant disease detection will help for 

an error free classification of diseases in less time. Huge number of real time images are collected and 

trained to give an optimal solution at minimal cost.  Various machine learning and deep learning 

algorithms are used to detect and classify the diseases and also to provide proper guidance to the farmers 

for recognition [4]. In terms of scale of production and marketing, banana is the one of the important 

crop fruits in the world [5].  The diseases and pests in the leaves of banana affects the production 

landscapes and global food security of the world.  Timely intervention for remedial actions is the result 

of early identification of a crop disease and will have less impacts on food supply chains.   The proposed 

work uses healthy and diseased banana leaves images to train AlexNet, VGG19, ResNet50, 

DenseNet201 and MobileNetV2 deep learning models. The two common diseases of banana leaves 

considered in this paper are Leafspot and Sigatoka.  The objective of this work is to apply image pre-

processing techniques on RGB based banana leaves and to classify the leaves using deep learning 

approaches. All deep learning models of this work gave more than 90.6% accuracy and good precision, 

recall and f1-score values in the 80% of training set.  The AUC is 0.98, 0.99 and 1 in all models of the 

three classes. Selection of the appropriate model for disease detection and classification greatly depends 

on the accuracy [6]. 



2. Related Works 

Many works have been done in the field of farming technology and precision agriculture because of 

the relevance of plant leaf disease detection and classification.  For quality testing automated systems 

are widely used in precision agriculture [7], [8].  14 crops’ disease detection and classification were 
done by S. P. Mohanty et al. [9] and E. C. Too et al. [10] in their work using different deep learning 

techniques such as AlexNet, GoogleNet, DenseNet121, Inception V4, ResNet50, ResNet101, 

ResNet152, and VGG16 and achieved more than 85% accuracy.  Nine diseases of the tomato leaves 
were classified by M. Brahimi et al. [11] using AlexNet and GoogleNet with 99% accuracy.  K. P. 

Ferentinos [12] got 99% accuracy using the AlexNet model by classifying 25 crops’ classes.  M. G. 

Selvaraj et al. [13] proposed the models with ResNet50, InceptionV2, MobileNetV1 and achieved up to 

88.88% accuracy for banana leaves’ disease classification.  ResNet50 and AlexNet algorithms were used 
by H. Ajra et al. [14] to classify potato and tomato leaves in different training testing combinations.  Tea 

leaves were classified by G. Hu et al. [15] using VGG16 and gave only 72.5% with 398 images.  The 

accuracy greatly depends on the data size taken.  Six classes of wheat leaves were classified by T. Hayit 
et al. [16].  VGG16 and VGG19 deep learning models gave an accurate classification system for 

classification of potato leaves [17] and grapes leaves [18].  The EfficientNet algorithm models are 

outperforms the other deep learning methods in original and augmented image datasets [19].  The 

SqueezeNet mobile deep learning classification by H. Durmus et al. [20] achieved better results than 
AlexNet due to its lightweight and low computational needs.  The PlantVillage dataset was used to train 

the deep network models in most of the researches [21]. 

3. Materials and Methods 

The proposed method creates five models which could classify banana leaves as Healthy, Leafspot, 

and Sigatoka using AlexNet, VGG19, DenseNet201, ResNet50, and MobileNetV2 deep learning algorithms.  

The architecture of the proposed work is depicted in the Figure 1. 

 

Figure 1: Architecture of Plant Leaf Classification Methodology 
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Abstract. Accurate determination of fruit size plays a pivotal role in agricultural research, as it directly impacts quality 

assessment and the ability to predict yields. This research offers a comprehensive and dependable solution for fruit size estimation 

in agricultural research, thereby facilitating enhancements in yield prediction, quality control, and overall fruit production 

management.  In this work, an innovative method is introduced for detecting and estimating the size of mangosteen fruits using 

the YOLOv5 deep learning model and characterization of macro-camera images.  The YOLOv5, a cutting-edge deep learning 

algorithm, is employed to automatically detect and precisely locate mangosteen fruits within images captured by the macro 

camera. YOLO's remarkable accuracy and real-time processing capabilities streamline the fruit detection process, reducing the 

need for manual intervention and significantly enhancing data collection efficiency.  Monthly field trials were conducted from 

March to September to capture the images of mangosteen for measuring the fruit sizes, which were found to vary between 1cm 

and 6.1cm. The application of YOLOv5 for fruit detection yielded an outstanding training accuracy of 99.5% by the 20th epoch.  

The results of the study underscore the substantial improvement achieved in terms of efficiency and accuracy when compared to 

traditional fruit sizing methods. The fruit size estimated using the bounding box parameters is verified using the magnification 

formula of the lens. This methodology of validating the accuracy and reliability of fruit size estimation technique yielded a 

negligible relative error of 3%.  
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1. Introduction 

Tropical fruits like mangosteen (Garcinia mangostana Linn. - GML) are coveted for their salivating flavour and 

possible beneficial effects on health. Due to the abundance of nutrients as well as its delicious aroma, demand for it 

is rising on an international scale. This tropical tree is native to Thailand, Sri Lanka, Malaysia, Myanmar, India, and 

the Philippines. This species of tree grows slowly, to a height of 6 to 25 meters, and its leaves are brittle and glabrous. 

The consumable pulp of the dark purple or reddish mangosteen fruit is white, soft, and juicy, with a mildly acidic 

and sweet flavour and an intriguing aroma. Due to its exceptional flavour among tropical fruits, mangosteen is 

referred to as "the queen of fruits" [1].  The average diameter of a mangosteen fruit is five to seven centimeters, 

making it approximately equivalent to the dimensions of a tangerine. Hidayat, D. D. et al. state that the mangosteen 

fruit's geometrical mean diameter is 54.79 ± 9.15 mm [2].  Mangosteen fruit size measurement accuracy is essential 

for a number of processes, including distribution, grading, yield, quality control, and packaging. The fruit size and 

quantity are currently determined by the processing centers only after harvesting, weighing, and sorting of fruits 

using industrial grading equipment.  However, these manual methods are laborious and prone to human errors. 

Deep learning methodologies signify a notable progression in this specific field of research.  Several 

investigations have concentrated on the assessment of the quantity and dimensions of fruits based on image analysis 

[3, 4].  Utilizing deep learning algorithms like YOLOv5 can streamline and enhance fruit detection procedures, 

thereby enabling precise size calculations.  YOLOv5 enables accurate measurements of fruit sizes while they are 

still on trees.   This data assists farmers in making informed decisions about irrigation, fertilization, and crop 

management practices tailored to different fruit sizes and stages of growth.  With precise size estimation, farmers 

can optimize and schedule harvesting more efficiently [5, 6].  This allows them to prioritize areas with fruits reaching 

the desired size, reducing the chances of underripe or overripe fruits being picked. 

Using advanced image analysis techniques and the YOLOv5 deep learning object detection algorithm, this study 

aims to contribute a robust and feasible model to the challenges of mangosteen fruit sizing, offering improved 

accuracy and scalability for enhanced agricultural practices.  YOLOv5 was designed specifically for better detection 
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of small objects [7]. Leveraging this specific capability of YOLOv5, a pretrained model is proposed for training the 

mangosteen dataset.  The primary objective of this work is to detect on tree fruits and determine their sizes, which 

is then validated through the application of lens magnification formula.  Overall, on tree fruit size estimation using 

YOLOv5 has a broad impact on agricultural practices, improving precision, efficiency, and the quality of produce 

while also aiding in strategic decision-making for farmers in managing their crops and market supply.   

2. Related Works 

Literature shows that the application of machine learning (ML) and deep learning (DL) models has been 

revolutionary in the field of precision agriculture.  The precision agriculture review paper discussed crop 

identification and pest/disease detection using ML and DL techniques [8].  Qureshi, W. S. et al. estimated the fruit 

count in the images of mango trees using support vector machine classification and K-nearest neighbour pixel 

classification [9].  Wang, Z. et al. evaluated the fruit size of mango trees using RGB-D images, which facilitates the 

estimation of fruit maturation and size distribution with an RMSE of 4.9 mm.  Finding the fruit size in the work 

requires knowing the distance between the object and the camera, which can be obtained using RGB-D camera 

technology [10].  The mango fruit was identified by Behera, S. K. et al. with 98% accuracy using the Randomizes 

Hough Transform (RHT) technique, and the size was measured with an average error of 3.07%. In the work, the 

fruit's colour was also identified [11].  Gongal, A. et al. took pictures of apple tree canopies using a time-of-flight 

(TOF) light-based 3D camera and a colour CCD camera in order to identify apples and measure their sizes.  The 

accuracy of the authors' pixel size method, which they introduced, increased to 84.8% when estimating the size of 

an apple surface [12].  Apolo-Apolo, O. E. et al. used DL techniques to calculate citrus fruits’ size using a UAV with 

standard error of 7.22% [6].  In the work of Mirbod, O. et al., apple fruits in an orchard were identified using Faster 

R-CNN, segmented using Mask R-CNN, and their size was estimated using images from stereo vision cameras.  

The estimated diameter of the apple fruit was determined to be 1.08 mm, with standard deviation errors of 0.73 mm 

[4].   

The fruit detection process can be improved and streamlined by incorporating DL algorithms such as YOLOv5, 

which makes size calculations accurate and efficient.  DL techniques applied to computer vision have transformed 

a number of industries, including autonomous vehicles and medical image analysis.  Using YOLO, the healthy and 

unhealthy plant leaves were categorized with an accuracy of 82.38% and latencies of 2-3 seconds [13]. According 

to Sarda, A. et al.'s work, bounding boxes can be used to categorize objects on road into appropriate groups (mAP 

74.6%) [14].  In a comparative analysis of Transformer, EfficientDet, and YOLOv5 for crop detection in remote 

sensing imagery, Mekhalfi, M. L. et al. found that YOLOv5 could detect more objects than the other two [15]. The 

ball pepper plant leaf bacterial spot disease was detected by Mathew, M. P. et al. with YOLOv5 and mAP 90.7% 

[5].  Using YOLOv5, Egi, Y. et al. suggested a methodology that counts the number of red and green tomatoes as 

well as the number of flowers with an accuracy of 0.618 at mAP 0.5 by using drone footage of the greenhouse [16].  

Banana leaf diseases such as Sigatoka and Leafspot, along with healthy leaves were identified and classified 

using ML and DL techniques, namely KNN, SVM, Alexnet, VGG19. ResNet50, DenseNet201, and MobileNetV2 

[17, 18].  Ahmad, I. et al. created a model using the YOLOv5 algorithm to identify and categorize crop-damaging 

insect pests in order to increase production. They also suggested a smartphone based automated system with an 

accuracy of 98.3% [19].  Using enhanced YOLOv5 with a mAP value of 44.7%, tassel was found in RGB UAV 

imagery, which was much better than other well-known methods [20].  Using improved YOLOv5 model training, 

Dai, G. et al. suggested a model to identify and grade the sprouted potatoes with accuracy 90.14% and mAP 88.1% 

[21].  An enhanced model for identifying plant diseases by Chen, Z. et al., which was derived from the YOLOv5 

DL model, was utilized to detect the pests under the intricate natural circumstances.  This enhanced YOLOv5 

performed 5.4% better than the original YOLOv5 [22]. In Karakaya, M. et al.'s work, the YOLOv5 DL model 

provided more accurate results than the other YOLO models, with 92.96% precision in the recognition and 

classification of five distinct diseases in tomato leaves [3].  An enhanced YOLOv5 was proposed by Huang, T. et 

al. to detect small objects in mAP@0.5 with 95% accuracy [23].  The lotus seed pods were detected by Ma, J. et al. 

using an improved YOLOv5 model, which resulted in a 0.7% higher accuracy compared to the classical YOLOv5s 

model [24].   

Sa, I. et al. introduced an innovative model for fruit detection using DL neural networks.  Their proposed multi-

modal Faster R-CNN achieved state-of-the-art performance, particularly excelling in the detection of sweet peppers.  

The model improved precision and recall capabilities, as evidenced by the enhanced F1 score, which increased from 

0.807 to 0.838 compared to previous methods [25].  Horea, M. et al. developed a DL software proficient in 

recognizing fruits from images with an accuracy of 96.3% [26].  Nguen, H. H. C. et al. explored the DL algorithms 

and led to the acquisition of DL knowledge, culminating in the development of a model proficient in recognizing 

fruits from images [27].  Koirala, A. et al. demonstrated the superior performance of DL models in on plant fruit 
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Abstract 

Using imaging and computer vision to precisely identify and quantify fruits at different 

stages of plant development is important not only to optimize labour-intensive manual 

measurements of phenotypic data but also to make significant progress towards task 

automation.  The estimation of fruit yield plays a pivotal role in Precision Agriculture, aiding 

growers in more precisely forecasting market planning, workforce scheduling, procurement of 

suitable equipment, and other related considerations.  There is also a high demand for 

automated methods to estimate fruit yield accurately and reliably in orchards. The 

advancements in Deep Learning models have been a great boon in this regard. In this work, 

YOLOv5 model is employed to detect and count mangoes on trees. The model has achieved a 

mean Average Precision@0.5 (mAP@0.5) as 99.5% and the mAP across the range of 0.5 to 

0.95 as 81.9%, with a Mean Absolute Error (MAE) of 1.5 during testing. 

Keywords:  Computer Vision, labelImg, YOLOv5, mean Average Precision (mAP), Mean 

Absolute Error (MAE). 

1.0. Introduction 

 

The Indo-Burmese region is the origin of the mango (Mangifera indica Linn.), a 

dicotyledonous fruit belonging to the Anacardiaceae family.  It is mostly produced in tropical 

developing nations; the estimated global production is 15.06 million tonnes [1].  For more than 

4000 years, Ayurvedic and indigenous medical systems have valued the mango fruit.   Ayurveda 

attributes various medicinal properties to various parts of the mango tree.  Among all tropical 

fruits, mangoes are the most widely consumed.  Mangiferin has potent antioxidant, anti-lipid 

peroxidation, immunomodulation, cardiotonic, hypotensive, wound healing, antidegenerative, 

and antidiabetic properties. It is a polyphenolic antioxidant and glucosyl xanthone [2].  The 

mango is India's most important fruit crop in terms of commerce, accounting for over 54% of 

all mangoes produced globally.  There are more than thirty varieties of mangoes grown.  Mango 

pulp's chemical makeup varies depending on the variety, maturity stage, and cultivation 

location.  A soft, edible, ripe fruit with desirable qualities develops as a result of a series of 



physiological, biochemical, and organoleptic changes that occur during the fruit-ripening 

process [3].  Mangoes are prized for their hardiness and capacity to thrive in a variety of 

conditions in addition to their fruits.  Mango trees have a long lifespan—they can live to be 

100 years old and still produce fruit. 

Using cutting-edge computer vision algorithms to analyse images and determine the 

presence and quantity of mangoes is a key component of deep learning techniques for mango 

detection and counting in trees.  A review by V. Athanasios et al. highlights the dominance of 

deep learning methods, including Convolutional Neural Networks, Deep Boltzmann Machines, 

Deep Belief Networks, and Stacked Denoising Autoencoders, over traditional machine learning 

techniques in computer vision applications [4].  In the context of computer vision applications, 

J. Chai et al. identified eight emerging deep learning techniques: AlexNet, VGGNet, 

GoogLeNet & Inception, ResNet, DenseNet, MobileNets, EfficientNet, and RegNet. The 

analysis emphasizes the performance of these techniques in each task, categorizing recent 

developments into three stages and outlining future research directions in terms of both 

applications and techniques [5].  L. Yuzhi et al. utilized the bibliometric software Cite Space to 

perform visualization analysis on literature within the core database of Web of Science [6].  I. 

Guillermo et al. presented a comprehensive overview of Generative Adversarial Networks 

(GANs), encompassing the latest architectures, optimizations of loss functions, validation 

metrics, and application domains of widely acknowledged variants [7]. 

Ball pepper plant leaf bacterial spot disease was identified by M. P. Mathew et al. using 

YOLOv5 with mAP 90.7%. [8].  A. Sarda et al. demonstrated the application of YOLO to 

categorize road objects into distinct groups, achieving a mean Average Precision (mAP) of 

74.6% in their study [9]. G. Dai et al. introduced a model for detecting and grading sprouted 

potatoes, achieving an accuracy of 90.14% and a mean Average Precision (mAP) of 88.1% 

through enhanced YOLOv5 model training [10].  In efforts to enhance productivity, I. Ahmad 

et al. devised a model employing the YOLOv5 algorithm for classifying and identifying crop-

damaging insect pests. Furthermore, they introduced a smartphone-based automatic system 

with an impressive accuracy of 98.3% [11].  J. Ma et al. employed an improved YOLOv5 model 

for lotus seed pod detection, revealing a 0.7% accuracy improvement compared to the 

traditional YOLOv5s model [12]. 

W. S. Qureshi et al. employed K-nearest neighbour pixel classification and support vector 

machine classification to assess the quantity of fruits in images depicting mango trees [13].   O. 

E. Apolo-Apolo et al. applied deep learning techniques to compute the yield and size of citrus 

fruits using a UAV, with a standard error of 7.22% [14].   H. H. C. Nguen et al. successfully 

delved into a portion of deep learning algorithms, uncovering both their strengths and 

weaknesses. Through this exploration, they acquired knowledge in deep learning and 

constructed a model capable of recognizing fruits from images [15].  A. Koirala et al. reported 

that deep learning models excel in fruit-on-plant detection compared to pixel-wise 

segmentation techniques involving traditional machine learning, shallower CNNs, and neural 

networks [16].    M. Horea et al. explored deep learning algorithms to recognize fruits from 

images, leading to a comprehensive understanding of their strengths and weaknesses. The team 

developed a software capable of fruit recognition with accuracy 96.3% [17].  

J. P. Vasconez et al. evaluated the performance of two widely used architectures, Faster R-

CNN with Inception V2 and Single Shot Multibox Detector (SSD) with MobileNet, for fruit 

detection. The testing involved three types of fruits—Hass avocado and lemon from Chile, and 



apples from California, USA—across diverse field conditions.  The results indicated that the 

system achieved high fruit counting accuracy, with Faster R-CNN and Inception V2 reaching 

up to 93% overall for all fruits, and SSD with MobileNet achieving 90% overall accuracy for 

all fruits [18].  I. Sa et al. presented a new method for fruit detection employing deep 

convolutional neural networks. They introduced multi-modal Faster R-CNN model showcased 

state-of-the-art performance, specifically excelling in sweet pepper detection. The model 

demonstrated an improvement in the F1 score, increasing from 0.807 to 0.838 compared to 

prior methods, highlighting enhanced precision and recall capabilities [19].  N. Hani et al. 

attained high yield estimation accuracies ranging from 95.56% to 97.83% in apple orchards. 

Notably, the fruit detection results revealed that the semi-supervised method, relying on 

Gaussian Mixture Models, outperformed the deep learning-based approach across all datasets 

[20].  M. Afonso et al. reported results in their study on detecting tomatoes in greenhouse 

images using the MaskRCNN algorithm. This algorithm not only identifies objects but also 

outlines the corresponding pixels for each detected object [21].  N. Mamdouh et al. introduced 

a framework that demonstrated notable performance metrics, including a precision of 0.84, a 

recall of 0.97, an F1-score of 0.9, and a mean Average Precision of 96.68% [22].  In the study 

conducted by H. Mirhaji et al., the YOLO-V4 model demonstrated superior performance for 

orange detection over test images, achieving precision, recall, F1-score, and mean Average 

Precision (mAP) of 91.23%, 92.8%, 92%, and 90.8%, respectively [23].  A. I. B. Parico et al. 

achieved a remarkable Average Precision (AP) at an intersection over union (IoU) of 0.50, with 

an impressive value of 98%, designating the YOLOv4-CSP model as the optimal choice in 

terms of accuracy of real time pear fruit detection and counting [24]. Y. Ge et al. computed the 

bounding box error by comparing the predicted bounding box with the one generated by the 

object detection network. This information was then used to update the parameters of the 

Kalman filter, and the process was iterated to achieve accurate tracking of both tomato fruits 

and flowers [25].      

Literature reveals that YOLOv5 architecture has been employed in different domains and 

these models show good accuracy. Hence, in this work it is proposed to create a model for 

region-based fruit detection of on-tree mangoes using the deep learning YOLOv5 methodology, 

applying post-processing methods for accurate counting.    

2.0. Materials and Methods 

The study involves a comprehensive assessment of the Computer Vision based YOLOv5 

deep learning technique aimed at addressing the task of detecting and counting mangoes on 

trees. The dataset utilized for this evaluation was curated using images gathered from internet 

sources.  The Fig. 1 shows the proposed methodology of detection and counting. 

 
Fig. 1. Proposed methodology 
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